Find your Match: Towards Simulating User Relevance Feedback

Abstract

This paper proposes a deep learning-based approach
that simulates the user-feedback loop in entity matching
and relevance modeling without the need for costly and
time-consuming data collection. Our method formulates
the relevancy modeling problem as a text/entity matching
task and leverages NLP techniques to learn matching pat-
terns from logged interactions. We evaluate our approach
on datasets from three popular domains and show its ef-
fectiveness, achieving close human performance. Further-
more, our approach demonstrates robust performance on
complex negative samples, indicating its potential to benefit
any domain that relies on user feedback.

1. Introduction

Online Information Retrieval (IR) and Recommender
Systems face the challenge of relevance matching, which
involves ranking documents or items based on their rele-
vance to a user’s query [22]. A critical aspect of relevance
matching is entity matching.

Entity matching refers to the task of determining whether
two different representations refer to the same real-world
entity. The term “entity matching” also loosely refers to the
broader problem of determining whether two heterogeneous
representations of different entities should be associated to-
gether. [16]. An example of entity matching is illustrated in
Figure 1, where Water and H;O refer to the same entity,
but have different representations.

Grounding this problem relies on user or expert feed-
back. However, gathering enough user data or ensuring
continued long-term engagement from users can pose sig-
nificant financial and cognitive challenges. In such scenar-
i0s, a learned model for user feedback can be beneficial for
recommendation or retrieval problems.

Deep learning has made significant progress in recent
years in matching through deep semantic models for search
and neural collaborative filtering models for recommenda-
tion, primarily due to their ability to learn representations
and generalize matching patterns from raw data like queries,
documents, users, and items. [10] The successes of Deep
learning in semantic matching can be extended to entity
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Figure 1. Entity matching for tuples from different databases: de-
termine whether the pairs refer to the same entity.

matching and relevance modeling, which is of great impor-
tance to various domains that depend on user feedback. The
bottleneck of many online systems depends on user feed-
back to continue improving their models. The application
of our approach goes beyond the IR domain and broadly
impacts any domain that leverages user feedback, includ-
ing Reinforcement Learning and numerous applications in
Medical Sciences.

Modeling user feedback in the context of entity match-
ing requires more than simply learning a similarity function
between entities. Because any two entities can be repre-
sented in an infinite number of ways, measuring similarity
is more complex than finding common features between the
two. Rather, we must determine which characteristics are
relevant to the task at hand in order to more accurately mea-
sure whether two objects refer to the same entity. However,
determining relevance can be difficult since what is relevant
is highly dependent on the context, interests, and goals of
a specific user. Simply deriving similarity between two en-
tities is not sufficient for modeling user feedback, as it is
not a unique relation. This is due to the fact that relevant
characteristics often vary with respect to the user. Hence,
modeling user feedback in the context of entity matching
requires a thorough understanding of the user’s needs and
goals, as well as the ability to determine which characteris-
tics are most relevant to the task at hand.

This paper aims to address the challenges of entity
matching and relevance modeling by introducing an ap-
proach that replaces user feedback. Our work relates to



modeling user feedback in an entity-matching scenario [28]
[23] [1 1], where the user determines whether a tuple from
the local database is a relevant match with a tuple from the
external database (Figure 2). Given a local and external
database, our approach eliminates the need for user feed-
back by using a learned model to perform the matching task.

To summarize, this paper makes the following main con-
tributions:

1. This paper introduces an approach to model user rele-
vance feedback in an entity matching scenario, utiliz-
ing Natural Language Processing (NLP) techniques in
order to simulate such feedback.

2. We performed empirical experiments on three diverse
datasets using logs from an online entity matching sys-
tem to assess the effectiveness of our proposed method.

3. In our results, we demonstrate that our approach is ro-
bust towards complex negative samples.

2. Related Works

The general matching problem has traditionally relied
on techniques such as Support Vector Machines (SVM) for
identifying matches [!, 14]. However, recent advances in
deep learning have yielded promising results in diverse do-
mains, including natural language processing and computer
vision.

The requirement of domain knowledge and feature engi-
neering are the two biggest limitations of traditional match-
ing methods [16]. Multiple deep learning-based approaches
employing neural networks to automatically extract features
from raw data and learn intricate matching patterns have
been proposed to address these challenges.

This matching problem has also received significant at-
tention across various domains, with commonalities ob-
served in problems such as finding matches between asym-
metrical sequences, learning embedding spaces, rele-
vance/matching scores, and architecture choices. While
our primary focus is on entity matching, we can still draw
inspiration from related fields such as information retrieval,
recommender systems and text matching.

Information Retrieval. In IR, the primary goal of
matching is to retrieve the top-k matches for a given query.
This matching problem compares a short query against a
long document, where the challenge lies in identifying the
most relevant and useful information for the query from
within the document.

The researchers in [ 0] propose a deep relevance match-
ing model for ad-hoc retrieval. The model uses a deep
neural network to learn a non-linear transformation of the
query-document pairs into a joint embedding space, where
the relevance score between the query and document is
computed. The architecture of the model, which includes

multiple layers of feedforward neural networks and a simi-
larity measure based on cosine similarity.

Recommender System. [In this domain, the entity
matching problem involves comparing unstructured and
asymmetric sequences, such as user data with item data,
where the representations of user and item profiles may
differ. Therefore, the architecture for this type of problem
needs to take into account the possibility of varying repre-
sentations between the two.

Z. Deng et al. propose DeepCF [4] as a unified frame-
work for learning representation and matching function in
recommender systems. DeepCF adopts a deep neural net-
work to learn the representations of users and items, and
leverages a matching function to estimate the personalized
preference score. The framework includes three modules:
input module, representation learning module, and match-
ing function learning module. The input module prepro-
cesses the raw data and feeds it into the representation learn-
ing module to learn the latent representations of users and
items. The matching function learning module combines
the learned representations and learns to predict the prefer-
ence score.

Text Matching. In text matching, the problem of asym-
metric sequence matching is similar to that in IR. However,
due to the shorter length of both sequence in text match-
ing, identifying a match becomes even more challenging.
Unlike, in IR, the query is less likely to be a subset of the
document, further adding to the complexity of the matching
problem.

W. Yu et al. propose WD-Match [30] as a novel approach
for text matching in asymmetrical domains by incorporat-
ing Wasserstein distance regularization into sequence rep-
resentation learning. Their approach involves two branches
competing against each other: one estimates the Wasser-
stein distance using the projected features, while the other
minimizes the Wasserstein distance regularized matching
loss. The researchers demonstrate that regularizers helps
WD-Match to generate feature vectors that are evenly dis-
tributed in the semantic space, making them more appropri-
ate for matching.

D. Gogishvili et al. proposed SiameseCHEM [6], a
Siamese Recurrent Neural Network (SRNN) based on the
BiLSTM with a self-attention mechanism for bioactivity
prediction. The SRNN model uses two recurrent neural net-
works with shared weights to learn representations of two
chemical compounds, and a self-attention mechanism to fo-
cus on the most informative parts of the representations.
The model architecture also incorporates an attention-based
pooling mechanism to further improve the performance of
the model.

Entity Matching The entity matching problem is closely
related to the general text matching problem, which has
been extensively studied in the literature. Siamese architec-



tures have emerged as a popular choice for text-matching
tasks. In light of this, we draw motivation from a subset
of recent state-of-the-art proposals for entity matching with
these architectures.

The use of a Siamese hierarchical attention network for
entity matching is proposed in [17]. This approach en-
codes the entity and description using a hierarchical atten-
tion mechanism to capture features at various levels of gran-
ularity. The Siamese architecture then generates a similarity
score by comparing the encoded representations of the en-
tity and description. However, the approach has limitations,
including its reliance on high-quality entity descriptions and
its inability to handle entities with multiple or ambiguous
descriptions.

The article [18] proposes a Siamese-based BERT net-
work called SiBERT for the alignment of Chinese medi-
cal entities. The SiBERT network utilizes a Siamese neural
network architecture to learn the similarity between two en-
tities, where a shared BERT network encodes the two input
entities. The output of the Siamese network is a binary clas-
sification indicating whether the two input entities match or
not.

L. Chen et al.in [2] present a multi-modal Siamese net-
work architecture for entity alignment that integrates textual
and visual information for entity matching across different
knowledge graphs. The proposed architecture uses two sub-
networks for the textual and visual modalities, which share
weights and are trained jointly using a Siamese network ap-
proach to learn a similarity metric between entities. The
authors also introduce a novel attention mechanism that se-
lectively attends to different parts of the textual and visual
features to improve the alignment accuracy.

This paper takes a different approach from those previ-
ously discussed above in that it focuses on the problem of
simulating user feedback for systems that employ human-
in-the-loop systems. Our objective in this paper is to intro-
duce an approach for modeling user feedback in an entity
matching scenario.

3. Problem Definition

Consider a system designed for entity matching between
two databases, where one is a local database consisting of
N tuples and the other is an external database consisting of
M tuples, as depicted in Figure 2.

Given local tuple I; and external tuple e;, the user pro-
vides explicit relevance feedback to the system by identify-
ing if [; and e; refer to the same entity (Equation 1). The
system is dependent on user feedback for optimal perfor-
mance.

1, if [; and e; refer to the same entity

relevance(l;, e;) = {0 otherwise
I
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Figure 2. Incorporating user feedback for the entity matching
problem.

Our objective is to mitigate this reliance on user data
in online entity matching systems by learning a relevance
model that can effectively simulate user feedback.

4. Model Architecture

We utilize a Siamese network to model user feedback
in the context of entity matching. The architecture of our
model is illustrated in Figure 3.

Output
Function
Function Cosine Similarity
Attention
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! |
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Figure 3. Model Architecture: Siamese network that encodes a
pair of tuples (I;, e;) as input and measures the cosine similarity
between them. The encoder, represented by the grey box, shares
weights between both sides of the network.

4.1. Encoder

Given a pair of tuples (I;, e;), we encode local tuple ;
and external tuple e; using an identical encoder with shared
weights. The grey box in Figure 3 illustrates the encoder for
our model.

4.1.1 Embeddings

Embeddings refer to vector representations of both exter-
nal and local tuples. A straightforward approach to learning
these embeddings is through static numbering of each word
in these sequences, (static word embeddings). However, a



major drawback of this approach is that all meanings of a
word with multiple senses must share the same representa-
tion, which limits its efficacy [5]. To overcome this limita-
tion, we leverage contextual word representations generated
by state-of-the-art language model, GPT-2 [21].

embed;, = last-hidden-layer(GPT-2(l;)) (2a)
embed., = last-hidden-layer(GPT-2(e;)) (2b)

To obtain the embeddings, we feed a tuple (e.g. I; or ¢;) as
a sequence of words to GPT-2 and extract the last hidden
layer as our embeddings. The final hidden layer of GPT-2
serves as a vectorized representation for each word in the
input sequence.

4.1.2 BiGRU

Bidirectional Gated Recurrent Unit (BiGRU) [26] is a neu-
ral network architecture commonly used in NLP and se-
quence modeling tasks. BiGRU combines two Gated Re-
current Unit (GRU) layers, where one layer processes the
input sequence in a forward direction, and the other pro-
cesses the sequence in a backward direction. The archi-
tecture of BiGRU allows the model to capture contextual
information from both the past and future context of each
input token, thus enabling the model to better understand
the meaning and structure of a sequence.

The BiGRU takes in a sequence embedding (Equation
2) as input and outputs a sequence representation b; for tu-
ple t € {l;,e;}. Output for each side of the network is as
follows:

&
|

BiGRU (embedy,) (3a)

be, BiGRU (embed.,) (3b)

4.1.3 Attention

An attention function maps a query and a set of key-value
pairs to an output. The output is computed as a weighted
sum of the values, where each weight assigned to a value
is computed by a dot product of the query with the cor-
responding key [29]. We employ attention to enhance the
representation of a sequence by attending each token to ev-
ery other token (self-attention).

Given b; = (t1,ta,...,t,) as a sequence output from
our BiGRU layer. The Attention layer computes the weights
«; for each token t; based on its relationship with the other
tokens in the same sequence. These attention weights not
only reveal the relative importance of each token in the over-
all sequence semantics but also encode the similarities be-
tween tokens.

4.2. Matching Function

Similarity metrics are mathematical functions that mea-
sure the degree of similarity or dissimilarity between two

objects. Similarity metrics are widely used in data analysis
and machine learning to compare data points.

One popular similarity metric used in entity matching is
cosine similarity [27]. It measures the cosine of the angle
between two vectors in a multi-dimensional space. The re-
sulting value ranges from -1 to 1, where 1 indicates that the
two vectors are identical and -1 indicates that they are com-
pletely dissimilar.

Given attention vectors from each branch of our network,
a; and d. , their cosine similarity is:

aj - de

“)

Si 1y,0,) = —————
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5. Loss Metrics

Loss metrics are used in training neural networks to mea-
sure the error between the predicted outputs and the true
target values. The choice of loss metrics is task dependent.
Our entity matching task has a binary classification form
as our models try to predict between match(1) and non-
match(0).

5.1. Cross Entropy Loss

The cross-entropy method was introduced as an adaptive
approach for calculating probabilities of infrequent events
and addressing combinatorial optimization problems [25].
The cross-entropy loss function measures the dissimilar-
ity between predicted and true probability distributions and
has been shown to effectively improve model performance
in binary classification tasks. [7]. The formula for cross-
entropy loss can be expressed as follows:

H(p,q) = — Zp(i) log q(7) S)

where p is the true probability distribution and g is the
predicted class distribution.

5.2. Contrastive Loss

Contrastive loss is a popular loss function for evaluating
the performance of siamese networks and distinguishing be-
tween two similar representations. It works by pulling to-
gether neighbors and pushing apart non-neighbors within a
set of high-dimensional training vectors [12].

For example, given a batch of N local and external tuple
matches (I;, e;), contrastive loss leverages the N x N pos-
sible tuple pairings by maximizing the cosine similarity of
the N true matches while minimizing the cosine similarity
of the N2 — N non-matches. Given that our model outputs
the cosine similarity Simc(di, de), we compute contrastive
loss as described in [20]:



output Sime(ay, d) (6)
labels = [0: batchSize] (7
loss; = H(labels, output)) (3)
loss. = H(labels,output') )
total_loss = w (10)

where H is cross entropy loss defined by Equation 5.

6. Experimental Setup
6.1. Datasets

To evaluate the performance of our model, we generate
datasets using interaction logs from an online entity match-
ing system that processed datasets from three prominent ar-
eas: Products, Drugs, and News.

Products. The products dataset contains product infor-
mation from e-commerce websites Amazon and Google [3].
Shared identifiers (ISBNs, SKUs, etc.) that could be used
to easily match entities together were removed.

Drugs. The drug dataset used in our experiments
consists of drug reviews collected from the website
”Drugs.com” and corresponding descriptions of the same
drugs scraped from “"Wikipedia” [8]. While the language
used in the reviews is informal and diverse, which may not
always be directly related to the drug, Wikipedia articles are
heavily edited and provide a more formal and standardized
description of the drug.

News. The news dataset comprises articles from 38
prominent media organizations [9]. It includes both the arti-
cle titles and summaries (local) as well as the articles them-
selves (external). The summaries were generated by differ-
ent authors, using various techniques, resulting in varying
degrees of overlap.

6.2. User Simulation

We analyze interactions between the entity matching
system and the user in the following fashion. During an
interaction, the system presents one local tuple and 20 ex-
ternal tuples to the user. The user’s task is to identify which
external tuple(s), if any, match the local tuple. For instance,
if the user identifies one external tuple as a match for a given
local tuple, it implies that the remaining 19 external tuples
do not match the local tuple. We consider matches as posi-
tive samples and non-matches as negative samples.

6.3. Models

Baseline.  For our baseline, we construct a siamese
style network similar to that in Figure 3. As described in
Section 4, local and external tuples are processed by pass-
ing them through an embedding layer using GPT-2 without

fine-tuning. The output of the embedding layer is passed
to a fully connected layer for each branch of the network.
The final layer takes the encoded representations from each
branch and computes their cosine similarity. Due to the
class imbalance in our datasets (i.e. more negative matches
than positive matches), we use contrastive loss while train-
ing our model (5.2).

BiGRU + Attention. As shown in Figure 3, we first
process the local and external tuples by embedding them
with a pre-trained transformer-based model (e.g. GPT-2)
without fine-tuning. These embeddings are then fed into
a BiGRU. The output of the BiGRU is passed along to a
’matching-layer’, which outputs a score of how relevant the
external tuple is to the local tuple. To account for the im-
balance in our data (i.e. more negative matches than posi-
tive matches), we use contrastive loss for training our model
(5.2).

6.4. Experiment Details

We split the positive samples into train and test sets. The
training set consists of 80% of the positive samples, while
the test set consists of 20%.

To better simulate real-world user interactions and assess
our model’s capacity to distinguish the correct match among
similar negative samples, we develop a hard-negative test
set. This test set is created by including positive samples
from the fest set and their corresponding negative sam-
ples extracted from the same interaction (Section 6.1). In
other words, each batch will contain 1 positive sample and
batchSize — 1 corresponding negative samples. By includ-
ing negative samples in a batch, we aim to better resem-
ble a real-world user interaction, further testing our model’s
ability to select the correct match among similar negative
samples.

Due to time constraints, our models were trained for
different durations depending on the size of the dataset.
Specifically, we trained the models for 1000 epochs for the
Products dataset, 800 epochs for the Drugs dataset, and 50
epochs for the News dataset. During training, we employed
the Adam optimizer with weight decay [13]. Additionally,
we set a batch size of 16 for both training and testing across
all datasets.

7. Evaluation

To evaluate the performance of our models we take the
softmax over the model’s output (i.e. cosine similarity) and
interpret it as a probability distribution across the labels.

output = Sime(aj, a)
labels = [0 : batchSize]
probs = softmaz(output, axis = —1)

pred = argmax(probs, axis = 1)



Dataset Source Attributes Positive Samples Negative Samples
Products Local n.ame, descfrq.)tlon, manufacturer, Prlce 632 12797

oo External title, description, manufacturer, price T
DrugCentral Local name’, des?rl.pnop , “indication’, ’synonyms’, "products’,... 1791 34.439

o External page-title, wikipedia_summary T
News Local title, article_summary 25.570 633,638

External article_content

Table 1. Details of datasets used in our evaluation with sampling distribution skewed towards negative (mismatch) samples

We calculate our model’s prediction accuracy by comparing
the predicted values to the true labels and report the results
in Table 2. In the hard-negative test, we record the predic-
tion accuracy for the positive sample only.

7.1. Results & Analysis

Train & Test Sets. Our findings indicate that the Bi-
GRU + Attention model achieved better prediction accuracy
than the Baseline on the Products and Drugs datasets, how-
ever, we also observed that it had higher loss metrics on
the Products dataset (Table 2). In contrast to this trend, we
found that the Baseline outperformed the BiGRU + Atten-
tion model on the News dataset.

We find it intriguing that the BiGRU + Attention model
fared worse than the Baseline, despite the News dataset fea-
turing more coherent natural language text. It is possible
that the embeddings from GPT-2 provided a better represen-
tation for this dataset. However, we believe that the BiGRU
+ Attention model will surpass the Baseline given adequate
training time.

Hard-Negative Test Set.  With the exception of the
Baseline model on the News dataset, we observed that hard-
negative test accuracy was higher than both the train and
test accuracy, even though the dataset contained the same
positive samples as the test set (Table 2). Despite the Base-
line outperforming the BiGRU + Attention model on the test
and train sets, we observe that BiGRU + Attention performs
better on the hard-negative test set, which better resembles
a real-world entity matching interaction.

We find the high accuracy trend observed on the hard-
negative test set to be particularly noteworthy since it is
the test set that most closely simulates real-world entity-
matching interactions. We are uncertain as to why the hard-
negative test set outperforms the standard test set, given that
it includes the same positive samples. However, we hypoth-
esize that our original assumption of the true match being
more similar to the negative samples may require additional
investigation.

7.2. Conclusion

Our proposed architecture effectively simulates user
feedback in an entity matching scenario. Moreover, we
demonstrate that our model is robust against negative sam-

ples and can accurately identify the correct match in tests
that closely resemble user interactions. Although our model
did not outperform the baseline on the (largest) News
dataset, we believe that with additional training time, it will
surpass the baseline’s performance.

8. Limitation and Future Work

Our work currently utilizes contextual word represen-
tations generated by GPT-2 [21]. However, the choice of
embeddings can significantly affect the performance of any
learning model. In future, we plan to explore other popu-
lar embeddings such as SBERT [24] and ELMo [19]. We
also believe that leveraging task-specific embeddings rather
than a one-size-fits-all approach could further improve our
model’s performance. For example, in the case of the
Drugs dataset, we may benefit from using embeddings from
BioBERT [15].

Another potential limitation of our approach pertains to
the model settings and architecture choices. For instance,
we did not incorporate fine-tuning for GPT-2 during training
due to memory constraints. In future studies, we plan to
investigate fine-tuning and compare our current recurrent-
style architecture with a transformer-style architecture.

We also aim to improve our model’s performance by ex-
ploring the use of hard-negatives also in the training pro-
cess, which will include all examples (positive and nega-
tive) to better simulate real-world entity-matching scenar-
10s. Moreover, a real-world scenario will include interac-
tions where a batch of samples may only include negative
samples. Therefore, we wish to explore the degree of cer-
tainty in our predictions by setting thresholds on the pre-
dicted probability distribution.
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